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Artificial Intelligence (1950s)
Field of computer science that seeks to create intelligent machines that can replicate 

or exceed human intelligence

Machine Learning (1990s)
Enables machines to learn from existing data and find patterns in that data

to make decisions or predictions

Deep Learning (2000s)
Layers of neural networks are used to process data and make decisions
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Much of 2023's excitement relates to Generative AI

What is AI? 

Generative AI (2020s)
Create new content from relatively short inputs ("prompts").

Generative AI examples

Text and Code 

Creation

Predictive 

Analytics

Image 

Creation

Image 

Recognition

"Normal" AI examples



• “Large Language Models” are the engines which power text 

and code-based Generative AI

• LLMs are based on neural networks – 80 years old!

• These are connected layers of idealized neurons

• Each node calculates a simple numerical function based 

on input from the layer above, adjusted by a ‘weight’ parameter

• e.g. output = sum.product (inputs, weights)

• Parameters tuned to optimize output by seeing many 

correct examples

• Requires us to convert words (and their positions in text) 

into representative numbers (“tokens”)

5

Large language models 

(LLMs)



Why are we suddenly talking about all this now?
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• Transformer structure dates from 2017

• Model size has reached a ‘tipping point’ 

of quasi-human ability

• The models absorb information in accordance 

with their size

• The number of parameters in LLMs 

has increased x10,000 in last 4-5 years

• The parameters are mostly the weights in the LLM
– GPT-3 has c. 175 billion parameters

– GPT-4 is rumoured to have well over 1 trillion parameters

– … which is 10x more than human brain neurons (although 

the metrics are not really comparable!) Source: NVidia



AI terminology overview
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Pretrained

ChatGPT

Means the model has been trained on a large 

dataset (with GPT, from a massive corpus of text 

from the internet to learn language pattern etc.)

A customer-facing website in a chatbot form that 

uses GPT-3.5 to respond to prompts

Generative
Refers to the ability of a model to generate new data 

(e.g. text) that is coherent and meaningful – and 

may not be explicitly in the training data

GPT
Generative Pretrained Transformer, a type of AI 

model which produces high-quality text

Company

OpenAI/ 

Microsoft
Anthropic

Google/ 

DeepMind
Facebook

Model GPT4 Claude Bard Llama

Open-

source

Power

Characteristics of latest LLM Models

Transformer
Neural network architecture that’s now standard in 

natural language AI. Relies on “self-attention”, 

weighting importance of different parts of input data.
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Use case #1: Using AI to 
assist with coding
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What AI coding assistants can do right now

Capabilities

Automatically 

generate test 

cases

Generate code
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Generate code
• Given a natural language 

prompt of user requirements, 

the bot will be able to generate 

the code that fulfils these 

requirements

Automatically generate 

test cases
• Given a function, the bot will 

auto-generate parameter 

data for test cases 



Capabilities

Automatically 

generate test 

cases

Assist the 

debug process

Generate code

What AI coding assistants can do right now
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Video needs to be added in afterwards

Assist the debug process

• Given code with errors, the 

bot will explain issues in the 

code and propose solutions



13© YYYY WTW. Proprietary and confidential. For WTW and WTW client use only.

Capabilities

Automatically 

generate test 

cases

Assist the 

debug process

Code translation

Generate code

What AI coding assistants can do right now



Code translation

• Given a pseudocode, VBA 

or other legacy platform 

code, the bot will translate 

the original code into 

RAFM compatible code
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Capabilities

Automatically 

generate test 

cases

Assist the 

debug process

Code translation

Generate code

Reformat 

undocumented and 

unreadable code

Improve efficiency 

and follow best 

practices

What AI coding assistants can do right now



Rewrite code to improve 

efficiency and follow best 

practices
• Given an initial coding attempt 

by a less experienced 

developer, ActuatorGPT will 

give multiple suggestions to 

refactor code to make it more 

efficient or offer alternative 

approaches to coding problems

Reformat undocumented 

and unreadable legacy 

code
• Given legacy uncommented 

code, ActuatorGPT will 

reformat code with additional 

new comments explaining 

what the function is doing
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Use case #2: AI for 
expert systems
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A customised chatbot for insurance
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AI for expert systems

Embeddings knowledge  

database 
Text output

Use this 

information…

IFRS17 rules

Solvency II rules

Other regulation

…

LLM

Please explain…

User request
Collection of most 

relevant knowledge LLM

IFRS17 requires you do…

This 

That

…
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Use case #3: using AI for legacy 
model automation



Legacy models
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Using generative AI to assist transformation

Model 

compression

Prompt 

engineering

LLM
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Generation of an audit trail or summary report
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Generation of python code
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Use case #4: AI for 
data validation
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Identifying errors, formatting issues, missing values
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Data cleansing process

Merge python rules

Generate cleaning rules 

for each column

Clean excel output
Run python rules

File 

upload
LangChain

LLM

Raw excel input Output python rules
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Data cleansing process
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Cleansed output
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Use case #5:
AI for automated model 
reconciliation
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Model reconciliation
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Reconciled 

output
Python output Excel output
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AI for auto-reconciliation
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Python 

Code

Excel 

Model

Corrected 

Python Code

Prompt 

engineering

LLM

Compressed 

Excel
Excel ResultsPython Results

…next 

iteration

Reconciled 

results

…and 

another

iteration
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Self-healing code
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“Update the python code to 

calculate the cumulative 

survival rate using the 

death_rate instead of the 

survival_prob”

“Python is calculating age 

from issue date rather than 

DOB”

“The python code uses a monthly time 

step but uses an annual expense 

assumption”

“Single premium is currently 

being issued at ValDate and 

not IssueDate”

“Commission variable is not included in 

the net_pv but is included in the net_pv

in the excel model”

“Excel applies rounding 

to 2 d.p. but the python 

model does not ”

“Update the python 

code to use age as 

the lookup value 

rather than index”

Correct excel model

-2679.48

2223.98

102.24

1996.11

1534.49 1127.65

921.95 903.03
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Safe adoption for operational use
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The issues are almost identical to those we’ve seen for the integration of Data Science in insurance 

– hence we are using our Data Science Framework as a basis for this next step

Integrating Generative AI with Insurance

Explore

Prototype

Reality Check

Assess Impact

Productionise

Monitor and Evolve

Definition and 

Delivery

Operations HRMarketing Product

Pricing

Prioritise

Fraud Digital

Claims

UW

Infrastructure and 

Capability

Data and Data 

Strategy

Technology 

Stack

People and 

Culture

Regulation 

and Ethics

Governance

Best practice

Research and 

Development



Strengths and limitations of generative AI
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LLMs can be biased 

based on the data it 

has been trained on

LLMs can very 

confidently generate 

incorrect answers

LLMs can struggle 

with arithmetic and 

computational tasks

LLMs make use of 

additional context to 

inform their responses

These models are 

competent at solving 

novel unseen 

problems

LLMs can be 

fine-tuned for specific 

tasks and behaviors

LLMs excel at 

generating text that 

closely resembles text 

written by humans



Strengths and limitations of generative AI (2)
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Can be biased Can be incorrect

Can struggle with 

arithmetic

Incredibly powerful at 

writing code (and 

adjacent areas)

Incredibly powerful at 

reading and ‘digesting’ 

large volumes of text
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Mitigating against the weaknesses... …to harness the strengths

Generative AI weaknesses

Business concerns

Data sensitivity, privacy 

and manipulation

Cultural adoption and 

trust
Generating value

Capability
Bias and

Ethics
Accuracy

Explore

Reality Check

Assess Impact

Monitor and Evolve

Productionise

Prototype



• Training data should be representative, diverse and balanced

• Adversarial training; involves introducing noise / perturbation

• Creating and monitoring fairness metrics

• Incorporate feedback mechanisms, that allow experts to review, rate or correct the 

outputs

• Data privacy, can provision private instances of models
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Data sensitivity, privacy 

and manipulation

Bias and

Ethics “a lawyer”

ChatGPT doesn’t return 

this anymore!
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Cultural adoption and 

trust

Accuracy

• Appropriate human intervention and oversight as part of business processes

• “Shadow mode”, allowing results to be generated and reviewed on unseen data

• Self-reflection, to identify and correct errors in its own solution

• Outsourcing to plugins, such as WolframAlpha
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Generating value

Capability

• Generative AI is not the answer to everything!

• Outsourcing to plugins, such as WolframAlpha

• Explainability of LLMs is a growing research area, but we may never truly understand 

how these models work
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Expressions of individual views by members of the Institute and Faculty of Actuaries 

and its staff are encouraged.

The views expressed in this presentation are those of the presenter.

Questions Comments
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