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Questions 

(1) Why do ethical issues arise when actuaries use AI? (Brandon)

• What are some key risks and why is a framework important to ensure robust governance?

(2) Perils and challenges (Matt)

• What is the reality vs. the hype and what are the pitfalls and risks to address in practice?

(3) How is AI being used in practice? (Stuart)

• What issues emerge from technical actuarial use cases vs. customer-facing use cases?
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Ethical issues



Lack of 

transparency

What are some of the key risks using AI specific models?

Data requirements

Loss of professional judgement 

and control

Model validation

Bias amplification 

Ethical issues 

AI RisksOur

Challenges
Key Risks



AI has the potential to replicate 

and amplify human biases. It is 

our duty to ensure that these 

biases are mitigated and 

controlled.

Actuaries are trusted to act in the 

public interest, using AI without 

due caution can damage that 

trust.

Actuaries must ensure 

accountability in their 

predictions and outcomes. This 

becomes more difficult when 

relying on opaque AI tools.

AI has made it possible to 

gather and utilise personal data 

on a massive scale. It is 

imperative to protect the 

privacy and security of 
individuals.

Why do ethical issues arise when using AI? 

Ethical issues



What do we think needs to be done?

Actuaries should play an active role in considering ethical issues arising 

from the use of AI in our sphere of influence

• In both technical / regulated actuarial work and more general work

Actuaries need to be more aware of ethical issues which arise from use of AI 

• Be equipped to understand these issues and the risks which arise

• Shape and implement appropriate governance measures to address these risks

IFoA should play a leading role in highlighting ethical issues posed by firms 

and individuals using AI

• Supporting the creation of thought leadership to emphasise the value of actuaries in 

understanding, managing and controlling the risks which arise from using AI
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Why do we need frameworks?

Mapping out risks can help us navigate them as safely as possible

• Knowing what to look for and where to look is key

Listing the risks helps us to consider issues comprehensively 

• AI use presents ethical issues in a large number of areas

Articulating the issues in risk framework language

• Framing AI risks in a familiar way for regulated financial services firms

21 May 2025 7



Framework 

Stage
Risk Risk Types

1. Integrity Unlawful or unethical data use leading to regulatory breach, 

reputational damage, or privacy violations.

Conduct Risk, Compliance Risk, 

Reputational Risk, Data Privacy Risk

2. Competence & 

Care

Inadequate skills or oversight causing flawed, unsafe, or 

unreliable model outputs.

Model Risk, Operational Risk, Strategic 

Risk

3.  Impartiality & 

Bias

Biased data or modelling causing discriminatory outcomes, 

customer harm, or regulatory challenge.

Conduct Risk, Customer Harm Risk, 

Compliance Risk, Reputational Risk, 

Strategic Risk

4. Compliance & 

Professionalism

Breach of legal, regulatory, or professional standards leading to 

sanctions or reputational loss.

Compliance Risk, Conduct Risk, 

Strategic Risk

5. Comms & 

Explanation

Miscommunication or lack of transparency leading to misuse of 

outputs, stakeholder confusion, or customer harm.

Conduct Risk, Customer Harm Risk, 

Operational Risk, Reputational Risk

Framework: Risk focus (1)
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Framework 

Stage
Risk Risk Types

6. Speaking Up & 

Challenge

Ethical or operational concerns going unaddressed, leading to 

governance failures and material harm.

Conduct Risk, Operational Risk, 

Reputational Risk, Strategic Risk

7. Societal Impact 

& Public Good

Societal exclusion, inequity, or public harm damaging 

reputation, licence to operate, or business viability.

Strategic Risk, Conduct Risk, 

Reputational Risk, Customer Harm Risk

8. Avoiding Harm
Misuse, malfunction, or unintended consequences of AI 

systems causing individual or group harm.

Customer Harm Risk, Model Risk, 

Operational Risk, Compliance Risk, 

Strategic Risk

9. Accountability 

& Oversight

Lack of clear ownership or governance leading to unmanaged 

model failures, liability, or operational disruption.

Model Risk, Operational Risk, 

Compliance Risk, Strategic Risk

Framework: Risk focus (2)
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Framework 

Stage
Questions to ask Target outcome

1. Integrity

• Do I have a lawful basis or consent to use the data?

• Am I being transparent about what the AI model does and how it’s 

used?

• Is sensitive data adequately protected?

Use AI and data honestly, lawfully, 

and with public trust in mind.

2. Competence & 

Care

• Am I (or those I rely on) competent in AI methods?

• Has the model been validated and peer-reviewed?

• Am I keeping my skills up to date?

Ensure you or your team have the 

skills and apply due diligence in 
model development and oversight.

3.  Impartiality & 

Bias

• Could the model disadvantage any group unfairly?

• Have I tested for direct and indirect bias?

• Are fairness criteria documented?

Identify and address potential bias in 

data, modelling, and outcomes.

4. Compliance & 

Professionalism

• Have I complied with relevant laws (e.g. UK GDPR, Equality Act)?

• Am I meeting the Actuaries’ Code?

• Do actuaries have a duty to raise concerns if AI models are used 

improperly or pose ethical issues? 

Follow legal, regulatory, and 

professional rules.

5. Comms & 

Explanation

• Can I explain the model’s output to someone without technical 

expertise?

• Have I communicated key assumptions, limitations, and uncertainty?

• Are users interpreting results responsibly?

• How I develop confidence in the results being presented? 

Clearly communicate what the model 

does, how it works, and its limits.

Framework: Action focus (1)
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Framework 

Stage
Questions to ask Target outcome

6. Speaking Up & 

Challenge

• Would I feel confident raising concerns about this model?

• Are there escalation routes?

• Am I alert to red flags, e.g. opaque logic, discriminatory impact, 

misuse? 

Speak up or escalate if something 

seems unethical or risky.

7. Societal Impact 

& Public Good

• Does this model benefit or harm individuals or society?

• Could it reinforce systemic inequalities or exclusion?

• Have I engaged affected stakeholders? 

• Is the model explainable enough to justify use of high-impact?

Consider the broader impact of your 

work on individuals and society.

8. Avoiding Harm

• Have I identified potential harms, including unintended consequences?

• Are mitigation plans in place?

• Does the system respect privacy and human dignity?

Proactively prevent harm from AI 

usage, including indirect effects.

9. Accountability 

& Oversight

• Who is accountable for this model’s performance?

• Is there ongoing monitoring?

• Are decisions auditable and explainable?

• Has the model been independently reviewed for fairness and ethical 

concerns?

Ensure there is clear responsibility 

and governance for outcomes.

 

Framework: Action focus (2)

This Photo by 
Unknown 
Author is 

licensed 
under CC BY

… drawing 

upon 
publications:

https://libreadvice.org/survival-manual/
https://creativecommons.org/licenses/by/3.0/


AI Ethics, Governance & Risk Management WP

Producing articles on AI ethics related themes 

• Focusing on practical use cases where actuaries may need help

Promoting the use of frameworks to navigate ethical issues 

• Focusing on governance and risk management of AI ethics issues

Defining core AI ethics knowledge which actuaries should have 

• Undertaking gap analysis of current IFoA syllabus and CPD provision

• Suggesting ways to plug the gaps
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Perils and challenges 
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The perils of customer contact 
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Diagram source: A Gentle Introduction to Retrieval Augmented Generation (RAG) | RAG – Weights & Biases

The challenges of RAG LLM

https://wandb.ai/cosmo3769/RAG/reports/A-Gentle-Introduction-to-Retrieval-Augmented-Generation-RAG---Vmlldzo1MjM4Mjk1
https://wandb.ai/cosmo3769/RAG/reports/A-Gentle-Introduction-to-Retrieval-Augmented-Generation-RAG---Vmlldzo1MjM4Mjk1
https://wandb.ai/cosmo3769/RAG/reports/A-Gentle-Introduction-to-Retrieval-Augmented-Generation-RAG---Vmlldzo1MjM4Mjk1
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Further reading: Tour of Evaluation Metrics for Imbalanced Classification - MachineLearningMastery.com

The challenges of actuaries jumping into ML

https://machinelearningmastery.com/tour-of-evaluation-metrics-for-imbalanced-classification/
https://machinelearningmastery.com/tour-of-evaluation-metrics-for-imbalanced-classification/
https://machinelearningmastery.com/tour-of-evaluation-metrics-for-imbalanced-classification/
https://machinelearningmastery.com/tour-of-evaluation-metrics-for-imbalanced-classification/


AI in practice
Identify your use case



Question: Do you use ChatGPT every day in a work 
context?



Question: Do you use Copilot every day in a work 
context?
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Our Use Case:

The Meeting





Meeting Jessica & 

Andrew

BBC





























21 May 2025 41

Expressions of individual views by members of the Institute and Faculty of Actuaries and its staff 

are encouraged.

The views expressed in this presentation are those of the presenter.

Questions Comments


	Slide 1: AI potential and pitfalls
	Slide 2: Questions 
	Slide 3: Ethical issues
	Slide 4
	Slide 5
	Slide 6: What do we think needs to be done?
	Slide 7: Why do we need frameworks?
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12: AI Ethics, Governance & Risk Management WP
	Slide 13: Perils and challenges 
	Slide 14: The perils of customer contact 
	Slide 15: The challenges of RAG LLM
	Slide 16: The challenges of actuaries jumping into ML
	Slide 17: AI in practice
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32
	Slide 33
	Slide 34
	Slide 35
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40
	Slide 41: Questions

